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are also determined by lk . (2) .  T h i s  cxx;I(Ie network 
system takes the values of the l'rcc vai-i;iblcs [XJ'  ;I> 

inputs to tlie first network, antl the ouipiiis 01' tlie Iirst 
network [XI are thc constrained variables rcqtiirctl. A:, 
an example, if  CY is to be consti-aiiied bctwccn 0-90" , 
then 01=90'/(1 +e"). The cons(rainstl v;iri;iblc LY is 
thus changed to a free variable LI. 

In this paper, an exaniplr is shown where ~ h c  slot 
shape of a BLDC rotor shell is optiinizctl. hi this 
example, the process O U  Ibrming tlic C X I I - ~  i ictwo~~Ii will 
be described for the convcrsioii 01' i l ic constrained 
variables to Free variables. 
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Introduction 

An inverse problem can generally be translbrnictl into an optir~lization problelll, and in most 
instances i t  is a constrained Optiiniziltioll problem. It is well known that the solution of 
constrained optiinization problems are more di I'licult and many optimization methodologies 
which are effective i n  solving free q ~ ~ i i i i i z a t i o n  ~)rublciiis, cannot be applictl to constrained 
optimization problems. *l'his paprr describes ;I methodology for consti-ained optimization as 
regard the solution of tlie inversc electroiiiagilctic problcm. 

In paper [I] ,  the authors introtlucctl a method lor solving the inverse electromagnetic 
problem. This method is known as (lie Finik Eleincnt-Neural Network method (FENN). In  
this method, tlie finite clement mcthotl is iisetl to produce the training patterns for analysing 
the optimized solution, ancl  the neural network is used to form a mapping model for 
optimizing the parainetcrs. It is lixintl to bc an effective niethod for solving the inverse 
problem. However the conslrainctl contlitons imposed in  tlie problem hpedes the 
optimizing process and resiilts i n  low connpul;ilion speed and pi-oblcms i n  syslein smbility. 

A DIII ica ti on of neural net wor  ks l i1  r I Iic sol  ti t i  on o f  cons1 rai ned opt i n1 ization 

An exailiple of a gei-iernl constraincti optiniization problcin is described by the Eq.( ij. 

min ( f  (X) ) d..: ntl (1) 
( x I g , ( X ) c O , i = 1 , 2 , . . - , m  I c R " ,  

where the object fi~nction f(x) ;ind I ~ C  consirained contlitioi?s g,(X) (i = I ,2;-,111) are the real 
fiinctioiis i n  the space I? and D,,C It'" is [he allowed region. The points which belong to D, 
are called the allowed p i n t s ,  g,(xj 1 0  (i= i , ? ; - . i n )  are the constrainctl conditions. In 
general, the j/// conslraincd condilioiis ~,(X)=fi,(x,,x,;..,x,,,) 2 0  can be rewritten as 
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Pic.2 Tfic neurnl network for w1-g 

thr Cnoalrnizx-.d apliuiizatioo prohlcms 

where, p,(X) a11d c ~ , ( X )  ilvc tlctlucctl I'iroili g,(X). l i i  

paper [ I ] ,  the Forwartl Generating Neural Nctwo~-lts 
(FGNN)[2] was stiggestctl Ihr LISC i n  I X N N .  Tlic 
architecture of the network is as slnown i n  ilne Fig. I ,  
As the constrained contli1ions 01' l:q.(2) 1i;ivc io be 
satisfied, this kind of iictwork caiinoi he used directly 
for the solution of the optiinization protilein tlcscribetl 
by Eq.(l). The contlitions sliowii in Eq.(2) can be 
changed to free conditions wlicii mi extra networlt is 
added before the i n p u I  of tlic FGNN. This 
architecture is showii in  Fig.2.This extra network i s  a 

I ,  Y ,  ... Y". ... Yr 

multilayer network. Tlic laycr ntimbcr i s  tlctcrmiiied 
by the constrained conditions shown i n  l',q.(2). The FCJITAiYi Geusraiiug Neural Network 

F i g , !  The alchitecture ~~ ll,e 

It is found tliat the new network with thc extr21 nciwork is erfective will1 the FENN for 
solution of constrained optiniization problems. 
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